Unsupervised feature relevance analysis applied to improve ECG heartbeat clustering
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ABSTRACT

The computer-assisted analysis of biomedical records has become an essential tool in clinical settings. However, current devices provide a growing amount of data that often exceeds the processing capacity of normal computers. As this amount of information rises, new demands for more efficient data extracting methods appear.

This paper addresses the task of data mining in physiological records using a feature selection scheme. An unsupervised method based on relevance analysis is described. This scheme uses a least-squares optimization of the input feature matrix in a single iteration. The output of the algorithm is a feature weighting vector.

The performance of the method was assessed using a heartbeat clustering test on real ECG records. The quantitative cluster validity measures yielded a correctly classified heartbeat rate of 98.69% (specificity), 85.88% (sensitivity) and 95.04% (general clustering performance), which is even higher than the performance achieved by other similar ECG clustering studies. The number of features was reduced on average from 100 to 18, and the temporal cost was a 43% lower than in previous ECG clustering schemes.

© 2012 Elsevier Ireland Ltd. All rights reserved.

1. Introduction

The computer-assisted analysis of biomedical records has become an essential tool in clinical settings. The widespread access to portable medical devices or new personal devices such as cell phones, smartphones, pdas, tablets, and wearable devices, is boosting the amount of biomedical data available. These devices provide a growing amount of data that often exceeds the processing capacity of affordable computers. As this amount of biosignal data rises, new demands for more efficient information extracting methods appear [1].

A number of algorithms have been proposed for knowledge discovery and management in medical databases [2]. These methods are aimed at turning the huge amount of information in these databases into a more manageable source. This objective can be achieved by removing useless data such as noise or outliers [3], selecting only a data subset [4], performing a data mining process to capture data patterns or relationships [5], or by obtaining an efficient lower dimension representation of the data [6].

Feature selection algorithms are dimensionality reduction methods often associated to data mining tasks of classification or clustering [1]. These methods provide a reduced set...
of the input features while preserving the relevant discriminatory information. Feature matrix projection methods and its derivatives, specially principal component analysis (PCA) based methods, are probably the most popular of such relevance analysis schemes. PCA related methods have been applied successfully to many biomedical signals: ECG [7–9], EEG [10,11], RR series [12], respiration [13]; and in diagnosis applications related to the Alzheimer’s disease [14], Parkinson’s disease [15], and many more such as in [16,17], or [18], among others.

We describe in this paper a new feature matrix projection scheme for unsupervised relevance analysis. This method can be applied to any biomedical signal where a clustering process is involved. It outperforms the conventional PCA methods in terms of generalization, complexity, and feature discriminatory information. The strong asymmetry frequently found in biomedical data sometimes prevent PCA methods from being used, since they assume a uniform data class distribution [19]. In addition, PCA methods are also very sensitive to the presence of noise and outliers [20].

The algorithm proposed is based on a least-squares optimization scheme of the feature matrix that iteratively converges to a local maximum of a relevance function [21]. The output of the method is a feature significance score that enables the exclusion of superfluous features and a weighted representation of the remaining ones. We have further improved the original method by reducing the number of iterations to 1. Consequently, the computational requirements to obtain the final feature set is lower, whereas its information content remains almost unchanged.

The performance of the method presented was assessed using a heartbeat clustering test on ECG records. ECGs are one of the most used biomedical signals, and long-term records, where data mining might be a powerful tool, are quite common [4]. Labelled records from the MIT/BIH database [22], containing different types of arrhythmias, were used in the experiments.

A general feature extraction procedure was applied to the segmented heartbeats. The feature set went then through the relevance analysis stage proposed before entering the clustering process. The objective of the experiments was to assess the quality of the heartbeat partition obtained using this method of relevance analysis, both in terms of accuracy and temporal cost.

2. Method

The objective of a feature relevance analysis is to find a simpler representation of the input features that preserves most of their significant information according to a given criterion function [23]. A tradeoff must be found between the quantity and/or quality of the input features, and the separability of the objects from which they were extracted. Feature selection has many important potential benefits that makes it suitable in a number of clustering applications [24].

Our method employs a feature relevance analysis scheme to filter the input data, and preserve and score only those features that maximize the information content. Although this method can be used in any case where a clustering process of a feature vector set takes place, we focused our attention on ECG data. ECG records are one of the most common biomedical signals, and high-resolution and/or long-term ECGs are probably the best candidates for data mining approaches [4].

2.1. Heartbeat feature selection algorithm

The aim of the method is to compute weighting feature values that enable an effective data dimensionality reduction along with a proper feature relevance ranking. To accomplish this goal, a distance-based least-squares optimization scheme is proposed.

2.1.1. Definitions

Let \( x_i \in \mathbb{R}^p \) be a heartbeat feature vector, \( 1 \leq i \leq n \). Let \( X \in \mathbb{R}^{n \times p} \) be a matrix that results from arranging all \( x_i \) vectors in rows. Let \( Y \in \mathbb{R}^{n \times p} \) be a linear projection of \( X \) given by \( Y = XV \), where \( V \in \mathbb{R}^{p \times q} \) is an unknown orthogonal projection matrix. If the number of features is reduced from \( p \) to \( q \), we have to introduce the truncated version of the previous matrices, namely \( \hat{V} \in \mathbb{R}^{p \times q}, \hat{Y} = XV \), and the least squares estimated matrix \( \hat{X} \in \mathbb{R}^{n \times q} \).

Finally, let \( \alpha \in \mathbb{R}^p \) be an unknown feature weighting vector that can be arranged in an affinity symmetric positive definite matrix \( A \) as \( A = \alpha \alpha^T \), with \( \| \alpha \| = 1 \).

2.1.2. Mathematical background

The dissimilarity between the original feature matrix \( X \) and the reconstructed version \( \hat{X} \) can be quantified by the euclidean norm, that is, \( ||X - \hat{X}|| \). Since this dissimilarity has to be minimized in terms of \( \hat{V} \), and \( A \), the initial objective function can be expressed as:

\[
\min_{\hat{V}} ||X - \hat{X}||^2_A = \min_{\hat{V}} ||X - \hat{Y}V^T||^2_A
\]

(1)

where we use a squared version for simplicity. Applying the inner product definition and trace properties to Eq. (1), it can be rewritten as:

\[
\text{tr}(X^TAX^T - \hat{X}^T\hat{A}\hat{X}^T - X^TAX^T + \hat{X}^T\hat{A}\hat{X}^T)
\]

(2)

Another term of interest is \( ||X||^2_A \), given by:

\[
||X||^2_A = \text{tr}(X^TAX) = \text{tr}(AX^T) = \sum_{i=1}^{p} \gamma_i \lambda_i
\]

(3)

where \( \lambda_i \) and \( \gamma_i \) denote respectively the i-th eigenvalue and eigenvector of \( X^T X \) and \( \gamma_i = \lambda_i^{-1} \gamma_i X^T A \gamma_i \). According to formulation for Eq. (3), it results in the following new expression:

\[
\sum_{i=1}^{p} \gamma_i \lambda_i - 2 \sum_{i=1}^{q} \gamma_i \lambda_i + \sum_{i=q+1}^{p} \gamma_i \lambda_i = \sum_{i=1}^{p} \gamma_i \lambda_i
\]

(4)
Therefore, there is a relationship between Eqs. (3) and (4) that can be expressed as:

\[ ||X||_A^2 = \sum_{i=1}^{q} y_i \lambda_i + ||X - \hat{X}||_A^2 = \text{tr}(\hat{X}^TAX) + ||X - \hat{X}||_A^2 \]

Since \( ||X||_A^2 \) is constant, this becomes a dual optimization problem; minimizing the error function \( ||X - \hat{X}||_A^2 \) is the same as maximizing its complement \( \text{tr}(\hat{X}^TAX) \). In addition, this term can be expanded in a more suitable form for optimization:

\[ \text{tr}(\hat{X}^TAX) = \text{tr}(\hat{V}\hat{V}^TAX) = \text{tr}(\hat{V}\hat{V}^T\hat{X}AX) = \text{tr}(\hat{V}\hat{V}^TAX\hat{V}) \]

and, thus, the new criterion function becomes:

\[ \min_{\hat{V}} ||X - \hat{X}||_A^2 = \max_{\hat{V}} \text{tr}(\hat{V}^TAX\hat{V}) \]

(5)

Since \( A = X \text{diag}(\sigma^*X^T) \), letting for an initial assumption \( \sigma^* = 1 \), be and introducing a new arbitrary orthonormal \( n \times n \) matrix \( Q \), such that:

\[ \text{tr}(\hat{V}\hat{V}^TXX^TQ) = \text{tr}(Q^*XX^TQ) = \text{tr}(Q^*AAQ) = \sum_{i=1}^{q} \lambda_i^2 \]

(6)

Eq. (5) results in a new expression:

\[ \max_{Q,A} \text{tr}(Q^*AAQ) \]

(7)

which coincides with that in [21]. We customized the method described in such work, termed the \( Q - \alpha \) algorithm after the two unknowns of the expression, to solve efficiently the optimization problem. Eq. (6) shows that the maximization is closely related to the combined energy of the first \( q \) leading eigenvalues of \( A \). The calculation for all possible feature subsets is computationally intractable. Instead, a suboptimal method was proposed in [21].

Since neither \( \alpha \) nor \( Q \) are known, an iterative method was employed to solve the optimization problem stated in Eq. (7). It starts with an initial guess for \( Q \), and iteratively computes \( \alpha \) and the largest \( q \) eigenvectors until the method converges to a local maxima or a specific criterion is met. However, we propose a faster scheme. Computation of vector \( \alpha \) can be reduced just to one iteration with no significant decrease of accuracy. Maximizing \( \text{tr}(Q^*AAQ) \) is equivalent to maximize:

\[ \text{tr}(AA) = \text{tr}(X\text{diag}(\sigma^*X^T)\text{diag}(\sigma^*X)) \]

(8)

Since Eq. (8) is bilinear regarding \( \sigma \), the objective function can be rewritten as \( \sigma^T H \sigma \), where \( H_{ij} = \text{tr}(x_i^T X_j) = x_i x_j^T \text{tr}(x_i^T x_j) = (x_i x_j)^T \). It can be inferred that an approximate relevance vector \( \hat{\sigma} \) corresponds to the eigenvector of the largest eigenvalue of \( (X^T X)^{-1} \) (where notation \( x \) stands for the square of each one of the elements of matrix \( x \)).

Convergence of the original algorithm is discussed in detail in [21], where authors suggest a number of iterations between 5 and 10. Nevertheless, an indicator of the algorithm convergence could be a negligible change of \( \alpha \) at two consecutive iterations, \( ||\alpha^r - \alpha^{r-1}|| < \delta \), where \( \delta > 0 \), and \( r \) is the iteration index, or an accumulated variance criterion [28]. In our approach, we used this last criterion to choose \( q \) as the value for which the accumulated variance was 98%.

The method proposed not only discards features but also scores the remaining ones. It is necessary to define a new weighting matrix as \( W = \text{diag}(\sqrt{\hat{\sigma}}) \). Moreover, truncated matrices do not account for weights and new ones have to be defined as \( X = XW \) and \( Y = XV \), where \( V \) are the principal components of \( X \). Matrix \( Y \) corresponds to the resulting set of features. The steps required by this method are summarized in Algorithm 1.

Algorithm 1 (Heartbeat feature selection algorithm proposed based on a relevance analysis).

**Input:** Heartbeat feature \( n \times p \) matrix \( X \) (n heartbeats, \( p \) features)

Compute \( (X^T X)^{-1} \).

\( \hat{\sigma} \leftarrow \) eigenvector corresponding to the largest eigenvalue of \( (X^T X)^{-1} \).

\( W \leftarrow \text{diag}({\hat{\sigma}}) \)

\( \tilde{X} \leftarrow XW \) [Weight original data]

\( \hat{V} \) principal components of \( \tilde{X} \)

\( Y \leftarrow XV \) [Project data]

**Output:** New set of features \( Y \)

3. Experimental set-up

The method proposed, based on the unsupervised feature selection scheme described in [21], is aimed at improving both the temporal cost and accuracy of heartbeat clustering methods. Therefore, the experiments were devised to assess the influence of such feature selection stage on the partition quality obtained, using a variety of features and heartbeat types. In the following subsections we describe all the stages involved in this experimental study.

3.1. Experimental dataset

The experimental dataset consisted of labelled ECG records from the Physionet database [22]. The experimental records were drawn from the MIT/BIH arrhythmia set. This set contains 48 recordings of 30 min duration.

All the heatbeats were already labelled. However, the AAMI standard [29] recommends the consideration of the following heartbeat types: normal beat (labelled as N), Supraventricular ectopic beat (S), Ventricular ectopic beat (V), Fusion beat (F), and unknown beat class (Q). Any of these types might be present in any record. A complete description of all the records is included in Table 1, showing the equivalence between the AAMI and MIT/BIH labels in the two first rows.

A frequent difficulty found in ECG heartbeat clustering is that some records may exhibit a strong unbalanced number of heartbeats per class. This is the case for MIT/BIH database. For example, record 100 contains 2237 N heartbeats, but only 33 S and 1 V heartbeats. This is a challenge for any clustering algorithm [30].
3.2. Segmentation

The ECG records underwent a double segmentation process. In one hand, the records were split into consecutive non-overlapping epochs, and, on the other hand, all the heartbeats in each epoch were segmented.

Biomedical signals are usually non-stationary [31]. To better account for ECG attribute changes, we experimented with a variable number of epochs for each record: from 1 to 10. Each epoch was processed independently, and the partial results were combined to obtain the final record result.

### Table 1 – Set of recordings of the MIT/BIH database used in the experiments.

<table>
<thead>
<tr>
<th>AAMI Code</th>
<th>N</th>
<th>L</th>
<th>R</th>
<th>e</th>
<th>j</th>
<th>A</th>
<th>a</th>
<th>J</th>
<th>S</th>
<th>V</th>
<th>E</th>
<th>F</th>
<th>f</th>
<th>P</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>2237</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>33</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>101</td>
<td>1858</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>102</td>
<td>99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>103</td>
<td>2080</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>104</td>
<td>163</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>105</td>
<td>2524</td>
<td>41</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>106</td>
<td>1506</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>107</td>
<td></td>
<td></td>
<td>16</td>
<td>96</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>108</td>
<td>2164</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>109</td>
<td>2490</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>110</td>
<td>2121</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>111</td>
<td>2535</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>112</td>
<td>1787</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>113</td>
<td>1818</td>
<td>10</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>114</td>
<td>1951</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>115</td>
<td>2300</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>116</td>
<td>1532</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>117</td>
<td>2164</td>
<td>96</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>118</td>
<td>1541</td>
<td>444</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>119</td>
<td>1859</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>2474</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>121</td>
<td>1513</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>122</td>
<td>1529</td>
<td>5</td>
<td>2</td>
<td>29</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>123</td>
<td></td>
<td></td>
<td>120</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>124</td>
<td></td>
<td></td>
<td>992</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>125</td>
<td></td>
<td></td>
<td>372</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>126</td>
<td></td>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>127</td>
<td></td>
<td></td>
<td>396</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>128</td>
<td></td>
<td></td>
<td>120</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>129</td>
<td></td>
<td></td>
<td>1540</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>130</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>131</td>
<td></td>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>132</td>
<td></td>
<td></td>
<td>362</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>133</td>
<td></td>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>134</td>
<td></td>
<td></td>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>74989</td>
<td>8068</td>
<td>7250</td>
<td>16</td>
<td>229</td>
<td>2542</td>
<td>150</td>
<td>83</td>
<td>2</td>
<td>7127</td>
<td>106</td>
<td>802</td>
<td>982</td>
<td>7020</td>
<td>33</td>
</tr>
</tbody>
</table>

The first row corresponds to the labels used according to the AAMI standard, and the second row lists the labels used in the MIT/BIH database. The third row corresponds to the numerical code of these last labels. The first column is the name of the records, whereas the others contain the number of heartbeats of each type.
3.3. Feature extraction

An important issue in signal clustering is how to represent the time sequences to partition. This representation greatly influences the performance of the subsequent methods. In practice, these sequences are usually chosen by researchers based on previous similar works [9,29,32–34] or knowledge.

In this way, a preselected subset of 100 features was extracted from the set of all possible quantifiable heartbeat attributes. Since the experiments are focused on cardiac arrhythmias, the specific features were chosen according to their performance in analogous studies [30,33–35]. This set was intentionally overdimensioned in order to enable the relevancy analysis method to process most of the features described in the scientific literature. Additionally, dependent features often enable better classification performances [36]. The initial input feature vectors \( x_j = \{x_{j1}, x_{j2}, \ldots, x_{jp}\} \), with \( p = 100 \) were composed of:

- Heart rate variability (HRV) derived features \( x_{j1}, x_{j2}, x_{j3} \):
  - Atrial (S) and ventricular (V) ectopic beats manifest abrupt changes on fiducial point intervals. In addition, morphology is sometimes very similar to normal heartbeats [30] and therefore temporal attributes are essential to detect such heartbeats. These features are computed as in [29]:
    \[
    x_{j1} = \left( l_j - l_{j-1} \right) \quad \text{(RR interval)}
    \]
    \[
    x_{j2} = \left( l_{j-1} - l_{j-2} \right) \quad \text{(pre-RR interval)}
    \]
    \[
    x_{j3} = \left( l_{j+1} - l_j \right) \quad \text{(post-RR interval)}
    \]
  where \( l_j \) accounts for the location of the \( R \)-wave of the \( j \)-th heartbeat.

- Heartbeat prematurity features \( x_{j4}, x_{j5}, x_{j6} \):
  - Prematurity features account for changes in heart rate [30], and contribute to the identification of S beats. The two first features, \( x_4 \) and \( x_5 \), can be readily calculated as \( x_{j4} = x_{j1} - x_{j2} \) and \( x_{j5} = x_{j3} - x_{j4} \). Not only is the absolute value of these features informative, but also their sign changes. Feature \( x_{j4} \) rates the number of consecutive S beats and is also sensitive to an increase of the heart rate. This parameter was first introduced by Rodríguez-Sotelo et al. [30], and is defined as follows:
    \[
    x_{j4} = \frac{x_{j3}}{x_{j1}} \left(\frac{x_{j3}}{x_{j1}}\right)^2 + \left(\frac{x_{j3}}{x_{j1}}\right)^3 - \frac{1}{3} \sum_{k=1}^{3} x_{j4}^2 \log(x_{j4})^3
    \]

  The first and second squared terms in Eq. (9) are sensitive to abrupt heart rate changes. The last term corresponds to an unnormalized Shannon entropy factor, which increases the value of \( x_{j3} \) whenever heart rate increases steadily.

- Morphological features \( x_{j7}, x_{j8}, x_{j9} \): Morphology is one of the most powerful heartbeat discriminating attribute. It can be captured in the time domain using a number of well known techniques [4]. Feature \( x_{j7} \) quantifies the morphological dissimilarity between current QRS-complex, and a linearly averaged QRS-complex of the last 10 complexes [37], by means of a dynamic time warping (DTW) approach [4]. Feature \( x_{j9} \) is aimed at segmenting ventricular arrhythmias that exhibit abnormal QRS-complexes, such as ventricular extrasystoles (V) or branch blocks (N) [34]. It is defined as:
    \[
    x_{j9} = \frac{x_{j9}}{x_{j8}}
    \]
    where \( x_{j9} \) is the discrete time representation of the current QRS-complex [34]. Finally, feature \( x_{j9} \) represents the energy of a QRS-complex, computed as \( x_{j9} = \sum_{k=0}^{L_j} \text{QRS}_k^2 \), where \( L_j \) is the length of the \( j \)-th QRS-complex.

- Basis functions features \( x_{j10}, \ldots, x_{j100} \):
  - The representation of heartbeats by means of the coefficients of certain basis functions has also been used successfully in electrocardiogram clustering and compression applications [33]. Hence, features \( x_{j10} \) to \( x_{j99} \) correspond to the Hermite coefficients obtained as in [33]. Features \( x_{j10} \) to \( x_{j99} \) represent the 4th-level coefficients of a Daubechies-2, (DB2), Wavelet heartbeat decomposition, used in the same way as in [35] (approximation, A, and detail, D, \( x_{j30} \) to \( x_{j39} \) \( \Rightarrow A_{4}, x_{j60} \) to \( x_{j69} \) \( \Rightarrow D_{4}, x_{j29} \) to \( x_{j58} \) \( \Rightarrow D_{2}, x_{j99} \) to \( x_{j99} \) \( \Rightarrow D_{1} \)). In addition, the variance and maximum values of the previous coefficients were also included as features \( x_{j91}--x_{j100} = \text{max} \{A_{4}, D_{4}, D_{3}, D_{2}, D_{1}\} \).

3.4. Feature selection

The feature selection stage was carried out using the new method described in Section 2.1. All the feature vectors \( x_j = \{x_{j1}, x_{j2}, \ldots, x_{j100}\} \), obtained as the output of the feature extraction stage (Section 3.3), and arranged in a matrix \( X \), underwent the process based on the Q–α algorithm for feature weighting and dimensionality reduction. The selected features, corresponding to a score \( \tilde{a}_i > 0 \) and included by the variance criterion, were projected and arranged in a new set \( Y \) to be used as representatives of each heartbeat in the final clustering stage.

3.5. Feature vector clustering

Vectors in \( Y \) were clustered in order to find an unsupervised partition of the heartbeats in each ECG record. The objective was to find a partition that matched the heartbeat types. This process was carried out in three steps:

- **Estimate the number of clusters.** This number was obtained by means of a spectral analysis of an affinity measure, as described in [38].
- **Initialize cluster centroids.** The first cluster centroids were found based on the J-H-means clustering algorithm [39], where the objective function used was the minimum sum-of-squares (MSS). The details of this method can be found in [30].
- **Compute the partition.** The final partition was obtained using a clustering algorithm based on the Gaussian expectation maximization clustering (GEMC) algorithm [35].
Any clustering method needs to optimize an objective function in terms of intracluster and intercluster dissimilarity [4]. We chose a feature vector dissimilarity measure based on a nonlinear approach, DTW. This method has proven to be very effective in similar tasks [4,34].

The accuracy of the resulting heartbeat clustering was assessed in terms of sensitivity (Se), specificity (Sp), and clustering performance (CP), defined as:

- \[ \text{Se} = \frac{T_N}{T_N + F_N} \] Sensitivity. Ratio of correctly not included heartbeats in a cluster.
- \[ \text{Sp} = \frac{T_N}{T_N + F_P} \] Specificity. Ratio of correctly included heartbeats in a cluster.
- \[ \text{CP} = \frac{T_N + T_P}{T_N + T_P + F_N + F_P} \] Clustering performance. Ratio of correctly grouped heartbeats.

where \( T_N \) and \( T_P \) are the true negatives and positives respectively, and \( F_N \) and \( F_P \) the corresponding false negatives and positives.

3.6. Comparative experiments

The experiments were repeated removing or replacing the relevance analysis method with another feature selection stage for comparative purposes. Two methods based on classical PCA and weighted PCA (WPCA) [9] were applied instead of the algorithm proposed. The complete iterative version of the Q – \( \alpha \) algorithm was also used (represented by \( \tilde{\alpha} \) instead of \( \alpha \)). Additionally, the results can be compared with similar works that also used the BIT/MIH database, such as [29,30,33,34].

4. Results

4.1. Overall results

The method described was applied to all the records in the experimental database, namely, using 6 epochs for record, and the approximated \( \tilde{\alpha} \) solution. The results in terms of Se, Sp, and CP mean–variance, \( (\mu - \sigma^2) \), are shown in Table 2. Each column corresponds to a different heartbeat type: N, S, V, F, and Q. Globally, the Se achieved was 85.88% with a variance of 11.01. Results for other methods are also included in Table 2.

4.2. Results using record segmentation

The experiments were repeated processing the records in segments instead, and then combining the partial results to obtain the final ones in each case. Thus, experiments were repeated for records split in 2–10 equal length epochs. The results for computational cost and clustering performance are graphically shown in Fig. 1. The results for methods based on PCA and WPCA are also included in Fig. 1 for comparative purposes of accuracy and temporal cost.

4.3. Weighting vector \( \alpha \) results

Fig. 2 shows an example of the \( \alpha \) vector corresponding to the relevance analysis of the last 5 min of record 217, as well as the comparative results for PCA-based methods. The rest of results for \( \alpha \) have been obviously omitted but the example provided is very representative of the general trend.

4.4. Temporal cost results

The method proposed was implemented on a standard PC computer (CPU: Intel(R) Core(TM) Duo CPU T6670 2.2 GHz. RAM: 4Gb. OS: 32bits, Windows Vista) using the Matlab® environment. The average temporal cost for processing each record in the MIT/BIH database was 6.1896 s with a variance of 2.9353.

5. Discussion

5.1. Influence of heartbeat type

- Normal heartbeats (N type). All the compared methods performed equally well. Se and CP where higher than 99% in all methods, being Sp slightly lower, specially for the methods based on PCA. Type N are the most regular and numerous heartbeats and therefore they result in densely populated clusters clearly separated from the other types. Moreover, outliers have little influence on the quantitative performance due to the high number of heartbeats.

- Supraventricular ectopic heartbeats (S type). The performance was still high although lower than in the previous case. This is so because S heartbeats are not as numerous as N heartbeats and the influence of erroneously clustered heartbeats is higher. Variance is also relatively high, which means that the performance depends on the specific record processed. Still, the methods based on the Q – \( \alpha \) algorithm perform better than those based on PCA.

- Ventricular ectopic heartbeats (V type). This type of heartbeats is also relatively scarce but methods performed better in this case than for S heartbeats because temporal parameters add separability to V heartbeats (specially prematurity) [34]. While CP was higher than 98% for the method proposed, it decreases to 93% for the PCA approach. Se is also significantly lower.

- Fusion heartbeats (F type). Fusion F beats are very difficult to characterize, since their morphology is often very similar to that of other types [29,30]. Owe to this low separability, the performance in terms of Se and CP was specially low, from 70.73% down to a poor 42.44%, but similar to other previous works [29,30,33,34].

- Unknown heartbeats (Q type). These heartbeats were correctly classified in most of the cases, but since they correspond to unknown specific types, in some instances there could be an overlapping with other type features, accounting for a lower performance than for N, S, and V types.

In general, the method performance regarding heartbeat type varies greatly. For instance, for the \( \tilde{\alpha} \) weighting in the first row, \( \text{Se}_N = 99.06\% \), \( \text{Se}_V = 96.31\% \), whereas \( \text{Se}_F = 50.59\% \). Being these results very similar to those obtained in previously published works, the uneven number of heartbeat types, namely, the unbalanced classes, causes any method to achieve a lower performance.
Overall performance was Se = 85.88% for the $\hat{a}$ method proposed. The performance using other methods was lower than that, except for the complete case of $a$ (89.84%). For example, using no feature selection stage, that is, the 100 features, Se was 84.59%, with a weighted PCA approach, Se was 85.24%, and with a standard PCA scheme, Se = 85.35%, under the same conditions as for the method proposed. These results confirm that a feature selection stage can be a key component of any clustering approach, unless it was excessively time-consuming or complex.

5.2. Influence of number of epochs

When the records were processed using a number of epochs greater than 1, the results improved in general (Fig. 1). This is due to the dynamic nature of the records, that is, the ECGs, specially those of long duration, exhibit a great non-stationarity, which in turn is translated to the features. For example, some heartbeat types may appear more frequently in some signal zones than in others due to different patient activity or medication.

Using an unsupervised feature selection method as the one described in this paper, when applied to an entire record, an averaging effect may result in a poorer heartbeat type separation capability. Processing a record epoch by epoch yields a better feature adaptation to the specific properties of the record zone, and therefore, a more accurate heartbeat representation. However, a tradeoff among the number of epochs, processing cost, and accuracy must be considered.

The dynamic nature of an ECG also makes it difficult to define a general set of optimal features. From the initial set of 100 features, the specific features selected varied enormously.
from epoch to epoch, and from record to record. This is why we do not try to list a set of recommended features but instead, suggest to let the method choose them in an unsupervised way. Additionally, the algorithm also determines the number of selected features automatically from the accumulated variance criterion.

As an example of this non-stationary behaviour of an ECG, and consequently, of the heartbeat features, Fig. 3 shows graphically the processing of a record using the method proposed. The plot on the top corresponds to MIT/BIH record 207, segmented into 6 epochs, S₁–S₆, of 5 min length. This record contains heartbeat types N, S, and V (according to AAMI labelling). The resulting weight vectors  in each epoch S₁, S₅ and S₆ (zoomed and shown in the three central plots) are depicted in the three subplots at the bottom. It can be seen that in S₁, the relevant variables correspond to the Wavelet transform features. In S₅, the Hermite coefficients had higher weights because these coefficients characterize appropriately the morphology of beats type I (MIT/BIH labelling) and V. Finally, in S₆, the weight for each one of the first 3 attributes (HRV features) increased.

5.3. **Influence of feature weighting**

From a clustering point of view, the effect of a feature weighting scheme is to enhance the separability of the heartbeat types, in other words, to increase the intercluster distance. As an example, Fig. 4 depicts the weighting results for the three first principal components of MIT/BIH record 217. As can be seen, all the methods improve the heartbeat separation obtained from the raw features (first plot on the left). In this example, the method based on α provides the highest separability of all.

![Fig. 2 – Results of computed feature relevance for the last 5 min of MIT/BIH record 217 using the method proposed and PCA-based methods.](image)

![Fig. 3 – Results of the feature relevance analysis with the method proposed. Top plot corresponds to MIT/BIH record 207, which is split into 6 epochs of 5 min, S₁ to S₆. The three following plots show epochs S₁, S₅ and S₆. The bottom plots represent graphically the weights obtained for each α.](image)
Fig. 4 – Feature separability example for the first 3 principal components for MIT/BIH recording 217, after weighting the feature matrix with different methods.
5.4. **Temporal cost**

Computational cost is a big issue in ECG signal clustering or classification [4]. Some methods yield a good accuracy but the temporal requirements make them of limited clinical use in real time applications or long term record analysis.

The method proposed [1] took on average 3.77 s per record. Other methods enumerated in Section 3.6, took 6.18 s, 7.54 s, 8.79 s, and 6.63 s (α, WPFA, PCA, or no feature selection approach, respectively). In comparison to no feature selection stage included, the algorithm described exhibited a temporal cost 43% lower. It has to be noted that the speed-up is masked by the rest of stages such as feature extraction or clustering, that remain the same for all methods and also involve a significant computational burden. Moreover, the duration of the records employed in the experiments was 30 min, and since the clustering applied has a quadratic time complexity \(O(n^2)\), the temporal cost differences could be much greater for longer records.

The influence of record split on temporal cost is depicted in Fig. 1. It has a positive effect on clustering accuracy and computational complexity. The processing time decreases down to a minimum at 4 epochs, and then remains stable. Furthermore, in most cases, the processing time of all epochs is considerably shorter than the time of analysis of a whole record. The windowing approach significantly reduces the computational cost due to the quadratic nature of the clustering, and a higher\(\hat{\alpha}\) sparsity for lower n.

6. **Conclusion**

This paper describes a new unsupervised heartbeat feature selection method based on a relevance analysis. We customized a general scheme derived from the \(Q - \alpha\) algorithm [21] to be applied in heartbeat clustering approaches. In contrast to other similar studies or methods, the approach proposed exhibits a lower temporal cost at a similar classification accuracy. The core of the method described is the so-called \(Q - \alpha\) algorithm [21]. This is an iterative method that converges rapidly (on average only 5 or less iterations were needed) to maximize a relevance function related to the input heartbeat features. In addition, this method automatically computes the optimal value for the number of selected features, \(q\). The \(Q - \alpha\) algorithm can be easily implemented in a computer application since it only involves basic matrix operations. This method achieved the highest performance, a global 89.84% sensitivity.

However, we proposed a new scheme of this algorithm where only one iteration is needed, obtaining an approximation of the weight vector \(\alpha\), denoted \(\hat{\alpha}\). This scoring is then applied to the \(p\) heartbeat feature vectors to obtain the representative clustering set. Although the sensitivity decreased with our approach (85.88%), the computational cost was significantly lower.

Researchers or programmers can use any of the two methods. When accuracy is the key issue and time constraints are relaxed, the complete \(\alpha\) calculation can be carried out as described in detail in [21]. Otherwise, the method proposed achieves also a high accuracy but at much lower temporal cost and algorithm complexity. In addition, both methods are unsupervised, and therefore they can better suit real clinical applications where pre-labelled sets are usually not available.

This study also demonstrated that more features does not necessarily mean higher accuracy. With an average of 18 selected features, overall Se was 85.88%, whereas with all the 100 features, Se was lower, 84.5895%. Despite the feature relevance non-stationarity, a voting scheme could be applied to discard or preserve in advance a number of those 100 features and further improve the efficiency of the algorithm.

The temporal cost of the whole process was also reduced. Although it could be argued that a feature selection stage adds computational cost, the feature dimensionality reduction achieved, and an efficient feature selection design, outperforms the additional matrix operations involved. Besides, the record segmentation proposed contributes to a lower time complexity.
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